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Introduction 

Calibration may be used to assess whether methods of LR assignment are reliable.  Ramos 

and Gonzalez-Rodriguez [1] introduce the concept of calibration using weather forecasting as 

an example.  Weather forecasters often give a probability of rain.  Let us imagine that we 

wish to check whether these probabilities are being assigned sensibly.  If we can assemble a 

number of days for which the prediction is, for example, around 50%, and of those days 

about half have precipitation, then this is evidence that this forecaster is operating sensibly - 

at least in this part of the probability range.  This approach for assessing LR calibration is 

based on assessing the calibration of posterior probabilities for ground-truth known examples 

with varying prior probabilities. This is based on the LR being the multiplier that converts a 

prior probability into a posterior probability.  

Two large calibration studies based on the work Ramos and Gonzalez-Rodriguez [1] of (N = 

28,250,000 and 700,000,000) have been undertaken for STRmix™ [2, 3].  In the first, LRs 

for 2825 profiles generated using different multiplex kits from thirty-one (31) laboratories 

were analysed [4].  LRs were calculated using the Caucasian allele frequencies from the FBI 

expanded CODIS core set [5] and a theta (θ) of 0.01.  In the second, 70 profiles generated 

using the Investigator® 24plex QS Kit (QIAGEN) dataset were analysed.  Comparisons were 

undertaken using the allele probabilities from the FBI extended Caucasian allele frequencies 

and 0 = .  The results of these two studies showed good calibration.   

More recently Hannig et al. [6] have published a variant method for calibration using 

integration.    

The Hannig et al. [6] method was applied without fiducial distribution fitting to the two 

datasets that have previously been described [2, 3].  For comparison, the previously published 

datasets were reanalysed using the method of Ramos and Gonzalez-Rodriguez [1] but 

recalculated to align with the Hannig et al. intervals.   

Below we correct the typographical error in Hannig et al. [6] equation 1 applied in this 

research: 
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Where: 

• Gx is the cumulative density function for the Hp true donors at LR = x 

• Fx is the cumulative density function for the Ha true donors at LR = x 

• a and b are two LR values 

Hannig et al. make the claim: “Our approach is based on a direct assessment of how well the 

property that LR of LR is LR is satisfied and does not require consideration of prior or 

posterior probabilities.”  Relatively simple algebra recovers the prior odds easily from their 

formula.   
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Hannig et al. describe the interpretation of   “… the calibration plot suggests the following: 

Software A has a downward slope suggesting that as the reported LR values get increasingly 

larger than 1 they tend to increasingly overstate the weight of evidence in favor of HP. In the 

case of Software B, the calibration plot suggests that it may be overstating the weight of 

evidence in favor of HP by little less than a factor of 10.”   

Again this interpretation may not be sustainable.  Our reasoning would include:  

1. The values compared, Gx and Fx, are the sample values not the parameters,  

2. The reported LR usually has deliberate conservativism included whereas often the 

tested LR does not (the 31 lab compilation has some but not all of the typical 

conservativism). 

However, the two datasets examined above tend to show 1 1−   . 

The results of the additional analyses are given in Tables 1 and 2 for each dataset.   
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Table 1.  The results of the Hannig et al. (left) and Ramos and Gonzalez-Rodriguez (right) workup of 211 Hp true and 700,000,000 Ha true comparisons 

described in [2].  The n/a occurs because 0b aG G− =  or 0

b

b a r

a

bF aF F dr− − =  

log10LR Count between a and b 
  

Posterior probability for log10LR 
Observed 

probability 

of true 

donors 

Comment 

regarding 

true donors 
a b Hp true Ha true  a b 

0 1 2 8,476,455 -0.847 3×10-7 3×10-6 2.4×10-7 Fewer  

1 2 2 109,809 0.041 3×10-6 3×10-5 1.8×10-5 Correct  

2 3 0 20,055 n/a 3×10-5 3×10-4 0 Fewer  

3 4 1 2,505 -0.618 3×10-4 3×10-3 4.0×10-4 Correct 

4 5 1 233 -0.587 3×10-3 0.03 4.3×10-3 Correct 

5 6 11 30 0.345 0.03 0.23 0.27 More 

6 7 9 6 -0.043 0.23 0.75 0.60 Correct 

7 8 10 1 -0.220 0.75 0.97 0.91 Correct 

8 9 11 0  0.97  1.00  

 

Table 2.  The results of the Hannig et al. (left) and Ramos and Gonzalez-Rodriguez (right) workup of 10,101 Hp true and 28,250,000 Ha true comparisons 

described in Bright et al. [4] 

log10LR Count ≤ LRa 
  

Posterior probability for log10LR 
Observed 

probability 

of true 

donors 

Comment 

regarding 

true donors 
a b Hp true Ha true a b 

0 1 286 163,847  0.493 0.0004 0.004 0.0017 Correct 

1 2 338 15,256  -0.052 0.004 0.035 0.022 Correct 

2 3 366 1,440  0.052 0.035 0.263 0.203 Correct 

3 4 380 121  0.111 0.263 0.781 0.758 Correct 

4 5 445 16  0.203 0.781 0.973 0.965 Correct 

5 6 509 4  0.151 0.973 0.997 0.992 Correct 

6 7 536 0 n/a 0.997 0.99972 1.000 More 

7 8 596 0 n/a 0.99972 0.99997 1.00000 More 

8 9 606 0 n/a 0.99997    
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Conclusion 

We examined the rate of false inclusionary support using the concept of calibration.  The 

thirty-one laboratory dataset [4] used 0.01 = .  The Investigator® 24plex QS Kit (QIAGEN) 

dataset used 0 = .  These would be expected to have a mild bias in favour of conservativism 

and a mild bias in favour of non-conservativism, respectively. 

The method of Hannig et al. shows 1 1−    for both datasets (Table 1 and 2).  This means 

that the observed rate of false inclusionary support was within one order of magnitude of the 

expected rate.   

The Ramos and Gonzalez-Rodriguez calibration also showed good alignment of observed 

and expected rates of false inclusionary support.  Of the comparisons available 11 were 

scored “Correct” meaning that the observed rate was within the bounds of the expected rate, 

three were scored “More” meaning that the observed rate of true donors was more than 

expected, and two were scored “Fewer” meaning that observed rate of true donors was less 

than expected. but 
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